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ABSTRACT

Reading and understanding source code is a major task in software development. Code comprehension depends on the quality of code, which is impacted by code structure and identifier naming. In this paper we empirically investigated whether longer but more descriptive identifier names improve code comprehension compared to short names, as they represent useful information in more detail. In a web-based study 88 Java developers were asked to locate a semantic defect in source code snippets. With descriptive identifier names, developers spent more time in the lines of code before the actual defect occurred and changed their reading direction less often, finding the semantic defect about 14% faster than with shorter but less descriptive identifier names. These effects disappeared when developers searched for a syntax error, i.e., when no in-depth understanding of the code was required. Interestingly, the style of identifier names had a clear impact on program comprehension for more experienced developers but not for less experienced developers.
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1 INTRODUCTION

Developing software requires comprehending source code [9], whether it is developing new software, maintaining existing software or integrating new functionalities [24]. When improving software, the integration of the actual function may need less time than understanding the style and intention of the initial software engineer [16]. Investigating how developers understand source code may allow us to improve code comprehensibility, leading to reduced time and costs.

Code comprehension depends on the quality of code, which is impacted by program features such as code structure, comments, and identifier naming [19]. Naming conventions are usually provided to improve consistency within and across projects. While some guidelines are aimed at increasing readability, e.g., using camelCase [6, 7, 25], other naming conventions allow differentiating identifiers with regard to their functionality within the code. However, these conventions do not necessarily lead to better code comprehension because the actual meaning or function of the code may not have been expressed clearly [14]. This idea has been addressed by approaches such as clean code [22] or domain-driven design [15], which are supposed to allow intuitive code comprehension, without much effort in short time.

However, empirical evidence with regard to the appropriate length of identifier names is still sparse. It has been shown that very short identifier names often do not convey information in sufficient detail [17, 19]. They are as impractical as excessively long identifiers, which may overload working memory [20].

In this paper we describe an experimental study in which we quantify the impact of identifier naming style on program comprehension. Psychological research on comprehensibility of natural-language texts supports both short and long identifier names. On the one side, the word-length effect [5] would predict that short identifier names improve code comprehension because they require less cognitive capacity than longer ones. This effect describes that lists of short strings are easier to remember than lists of long strings. Thus, the performance of developers may be better with short identifier names because more items fit into working memory, allowing a better overview of the code. In contrast, a word’s meaning can help to retrieve cognitive resources, either through a process called...
chunking [5], in which items are regrouped to more meaningful units, or by activating concepts in long-term memory. Both processes predict a better comprehension performance for longer but more descriptive identifier names.

We make three contributions:

1. We show that code containing descriptive compound identifier names is comprehended faster than those with short single-word identifiers in Java. Thus, we replicate and extend the findings by Lawrie et al. [19, 20] and Hofmeister et al. [17], who have reported improved source code comprehension when identifiers were named with words instead of single letters or abbreviations.

2. We improve the ecological validity of findings by using more complex code snippets, consisting of a class with one to three methods. We used identifier names that may be used in real software development projects.

3. We explore the impact of programming expertise on code comprehension. Our results show that experienced programmers clearly benefit from descriptive compound identifier names, whereas novices do not.

2 RELATED WORK

Since the length of identifier names is no longer limited by compilers, programmers have great freedom to select names that promote code understanding. Well chosen longer identifier names with embedded subwords (i.e., compound identifier names) can carry more information than single-word or even single-letter identifiers [21], e.g., notConverted compared to input as parameter of a function that converts a string from camelcase to underscore. However, what is the impact of descriptive compound identifier names on code comprehension?

Code comprehension has been measured in many different ways tapping various cognitive processes (e.g., perception, attention, memory, and reasoning). We will briefly summarize related work for different tasks and measures of code comprehension.

**Semantic description of the function.** Lawrie et al. [19] varied the identifier length between single letter, abbreviation and full word. In the latter two conditions names could consist of a single word or a compound. As a measure of program comprehension, participants were asked to describe the functionality of a code snippet in their own words and their confidence in the description. Program comprehension was better for abbreviated and word identifier names in comparison to a single letter.

**Defect detection.** In a similar study by Hofmeister et al. [17], participants’ time to find an error in the code was measured. The authors varied the length of identifier names between single letter, abbreviation and word. In contrast to the study by Lawrie et al. [19], single words but no compounds were used. Program comprehension was better for full words compared to single letters and abbreviations, but only if an in-depth understanding of the code was required.

**Remember and recall.** Binkley et al. [8] investigated the length of identifier names on short- and long-term memory. To name a method, the authors used Java chain expressions (i.e., a chaining of method calls and field selectors) of different length. Participants were asked to remember the name and to recall one part of it after having worked on a distracting task. Although participants needed longer to remember names with increasing length, there was no negative effect on correct recall for experienced Java developers if the name could be tied to concepts in long-term memory.

**Acceptance.** Relf [23] measured the subjective acceptance of 19 naming guidelines, amongst others using short names (i.e., identifiers shorter than 8 characters), long names (i.e., identifier names longer than 20 characters), and compound names (i.e., identifiers should consist of two to four words). Expert programmers accepted these three guidelines, even if they were cognitively more demanding.

**Code quality.** Butler et al. [10] investigated the relationship between the quality of identifier names and code quality (measured with the code analysis tool FindBugs\(^1\)) in eight established open source Java applications. The quality of code was best with identifier names composed of two to four words. In contrast, Aman [1] reported that Java methods collected from nine popular open source projects were more fault-prone when local variables were named with compounds. To measure code quality, the authors counted the number of bug fixes, assuming that a smaller number were related to a better code quality. However, one may argue that bugs may simply not have been found in methods with short identifier naming.

3 RESEARCH QUESTION AND HYPOTHESES

In summary, previous research has shown that longer descriptive identifier names may improve code comprehension. However, to our knowledge no empirical study has directly compared short identifiers consisting mostly of single words and longer but more informative compound identifiers yet. Before motivating our hypotheses, we introduce the measurement we used as well as our experimental rationale.

3.1 Measuring Code Comprehension

**Dependent Variables**

**Task completion time.** We operationalized the performance of comprehension by measuring how long developers investigated a snippet of code to find a defect. The response is easy to score for correctness and it has a well-defined time point, allowing reaction time analyses. Locating defects is a common programming task, which renders it a relevant target for studying program comprehension. We assumed that semantic defects in code can only be found and corrected when it is understood, because developers cannot evaluate the consequences of their changes otherwise (see [17]).

**Visual focus.** In order to explore the actual process of reading source code a restricted focus viewer was used [18]. The viewer allowed us to record how much time developers spent looking at different parts of the code and to observe their direction of reading.

3.2 Experimental Variation

**Independent Variables**

**Identifier naming style.** In our study we compared short, mostly single-word identifier names (“short” condition) with longer compound identifier names (“compound” condition). It is important

---

\(^1\)https://findbugs.sourceforge.net/
to note that the compound identifiers we created did not simply consist of more characters but were also more descriptive, carrying more information about the intention of a function. Because the scope of the variables and methods was rather small in the code snippets we used, short identifiers should be sufficient to describe the function [1]. However, we propose that longer but more descriptive compound identifier names allow a better mapping to the mental model of the software engineer about the problem domain. This may have two effects. First, identifiers might be easier and faster to remember and to recall from long-term memory. Second, inconsistencies between the code and the mental model might lead to a faster detection of semantic defects.

Type of defect. Finding semantic defects requires that the intentions behind the code (what should it do?) and the semantics of its operation (what does it do?) are understood to give a correct response. The code compiles without errors but the result of the method is not as intended. As a control condition we tested whether identifier naming style affects performance in tasks in which no in-depth understanding of the code is required. This allowed us to evaluate whether the naming conditions selectively interfered with high-level program comprehension or whether they also affect lower-level reading processes. To accomplish this, we measured how much time developers needed to locate a syntax error. Syntax errors, such as missing brackets or semicolons, render the code invalid but require no in-depth understanding of identifier names’ meanings to be corrected.

3.3 Hypotheses
The objective of our empirical study was to investigate the impact of descriptive compound identifier names on code comprehension. If more descriptive identifier names improve code comprehension, we expect an effect on the time required to find an error in the source code (i.e., task completion time), but only when searching for a semantic defect. Previous research has shown that programming experience might moderate the impact of identifier naming on code comprehension [19, 23]. However, the direction of the effect is unclear. In summary, we tested the following hypotheses:

\( H_{\text{Semantic}} \): Semantic defects in the source code are detected faster with longer but more descriptive identifier names.

\( H_{\text{Syntactic}} \): The length of the identifier name has no effect on the time required to find syntax errors in the source code.

\( H_{\text{Experience}} \): Programming experience moderates the impact of identifier length on code comprehension (exploratory).

4 EXPERIMENTAL SETUP
The hypotheses were tested in a web-based experimental study. An overview of the experiment is given in Table 1.

4.1 Source Code Selection
We created four code snippets in Java to have full control over the stimulus materials and to ensure that no participant had seen the materials before. All code snippets contained algorithms which were simple enough to be comprehensible in a reasonable time frame but complex enough for defects to “hide” in the code. In a small pre-study with five participants we tested whether it was possible to find each defect within 10 minutes and whether snippets were of comparable difficulty. Each of the four snippets consisted of a class with between one and three methods and comprised 27 lines of code, i.e., the scope of variables and methods was kept small.

We then created four variants of each snippet, varying identifier naming and task type. Figure 1 shows an example of the two naming variants of a function. In Table 2 a direct comparison of descriptive compound and short single-word names of the function “converter” is displayed. For the short condition, we chose identifier names that described the function of the method, parameter, or variable as precisely as possible, mainly with one word. Longer identifier names were created by choosing names that described the function of the method, parameter, or variable in more detail. These identifiers were mainly named with compounds of two or three words. In each of the two naming variants an error was placed, either a semantic defect or a syntax error. The errors were placed in similar locations in the code to avoid a bias caused by the location. Table 3 summarizes the experimental conditions and their mapping to the hypotheses. All code snippets were presented with common syntax highlighting.
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4.4 Data Preparation and Analysis

In summary, every participant saw:

• all four snippets, encountering each snippet only once
• two semantic defects first, then two syntax errors
• both identifier naming styles, one for each type of error

4.4 Data Preparation and Analysis

Task completion time. We measured how long participants looked at the code until they indicated that they had found the defect by pressing the space bar, which froze the viewer window and opened a dialog screen. Here they entered the line number of the defect, a description, and a correction (see Figure 2 right). Participants who had failed to find the defect in a snippet after three attempts were allowed to finish the experiment, but their data was excluded.

To gather coarse-grained data about participants’ visual focus, we used an implementation of the restricted focus viewer [18], which limited participants’ view on the code to seven lines at a time (approximately one forth of the complete snippet). The viewer window could be shifted up and down a line by using the arrow keys to reveal different parts of the code (see Figure 2 left).

4.3 Experimental Design

We performed a web-based experimental study, in which we varied the style of the identifier name (short, mostly single word vs. long, descriptive compound name) and type of error (semantic vs. syntactic) as independent variable in a within-subjects design. With this design, we controlled for inter-individual differences between participants.

All participants started with two semantic defects followed by two syntax errors. The order of identifier naming styles (short vs. long identifier names) were counterbalanced to control for order effects. For each participant one of these sequences was randomly selected and combined with a random ordering of the four source code snippets.

In summary, every participant saw:

• all four snippets, encountering each snippet only once
• two semantic defects first, then two syntax errors
• both identifier naming styles, one for each type of error

4.4 Data Preparation and Analysis

Task completion time. We measured how long participants looked at the code until they indicated that they had found the defect by pressing the space bar. We subtracted the time spent answering the dialog and only evaluated the time that participants interacted with code.

Accuracy. Participants indicated the location of an error in the code by typing in the line number and correcting the error. Number of fails were used to measure accuracy.
Focus of Attention. By presenting only 7 lines of source code in a sliding window, we were able to observe participants’ focus of attention during reading. For data analyses, the source code was divided into four areas of interest (AOIs) (cf. [17]).

AOIComment comprised all comment lines at the top of the snippet, AOIPre-Defect comprised the lines of code before the defect becomes visible in the letterbox, AOIDefect comprised the lines where the defect is visible in the letterbox, and AOIDefect comprised all lines after the defect until the bottom of the snippet. Each letterbox position was attributed to the AOI which contained the center line of the letterbox. For our analyses we evaluated the AOIs’ dwell times and visits. The times spent within an AOI were summed as the AOI’s dwell time. Each movement from an AOI to another was marked as a visit.

Changes in reading direction. A change in reading direction was counted when the sliding window was moved in the opposite direction for at least two consecutive moves.

4.5 Participants Demographics

Participants were invited to our experiment via direct contact and a student e-mail list at the Karlsruhe Institute of Technology, Germany. Overall, 187 students and professional developers started to participate in the online experiment and 148 completed it. To improve data quality, the following selection criteria were applied (cf. Table 4). One participant with insufficient Java skills was excluded as were participants who did not complete all tasks, needed more than 3 attempts or more than 10 minutes to succeed in finding a defect. Furthermore, participants who reported encountering a distraction or not having worked conscientiously were excluded. Data from two participants with unusually short response times were retained in the analysis as they did not have a strong effect on overall results.

In total, 88 participants (82 male, 3 female, 3 did not indicate their gender) remained in the sample, aged between 19 and 32 years (median: 23 years). Most of them had a bachelors (N = 48) or masters (N = 7) degree in computer science, other started to study (N = 27). The overall programming experience ranged between 1 and 16 years (median: 6 years) in 5 programming languages on average. The experience with Java ranged between less than a year and 10 years (median: 3 years).

5 EXPERIMENTAL RESULTS

In this section we report the results with regard to the hypotheses. We calculated inferential statistics for semantic defects and syntax errors separately. We employed a significance level of \( \alpha = 0.05 \) for all tests.

To facilitate evaluating the practical significance of results, we calculated standardized effect sizes. For within-subjects differences, we report Cohen’s \( d_z \) with a correction for correlated observations \([12]\). The proportion of variance explained (\( R^2 \)) is another commonly used index of effect size, which we report for some of the central results. For interpretation we followed the conventions suggested by Cohen [12] (see Table 5).

5.1 Semantic Defects (H\textsubscript{semantic})

To assess the impact of identifier names on the time required to find a semantic defect, a paired t-test was run with identifier style (short
When identifiers were named with single words, whereas they spent more time after the defect with single-word identifiers. A power analysis indicated that the sample size was sufficient to detect effects even of small-to-medium size (Cohen’s $d_z = 0.20$, $R^2 = 0.01$). The effect is illustrated in Figure 3 (left). The number of fails to report the error was not affected by the style of the identifier names, $t(87) = 0.427, p = 0.671, d_z = 0.09$.

The analysis of the AOIs reflects the visual focus of the participants during code reading (see Figure 4 left). The identifiers’ naming style had no impact on the amount of time participants spent with reading the commentaries at the beginning of the code snippets, $t(87) = 0.961, p = 0.339, d_z = 0.14$, or at the defect itself, $t(87) = 1.137, p = 0.258, d_z = 0.16$. However, with compound identifier names, participants focused their attention significantly longer on the part before the defect, $t(87) = 2.566, p = 0.012, d_z = 0.39$, whereas they spend more time after the defect with single-word identifier names, $t(87) = 2.286, p = 0.025, d_z = 0.32$. Again, these effects were of small size, explaining about 2-3% of the variability in the data.

The identifiers’ naming style also affected the number of changes in reading direction (see Figure 5 left). Participants changed the direction more often, i.e., they scrolled back and forth more frequently, when identifiers were named with single words, $t(87) = 2.968, p = 0.004, d_z = 0.37$. This is a small effect, which explains about 4% of the variability in the data ($R^2 = 0.04$).

In summary, the style of the identifier names affected how source code was read. With descriptive compound identifier names, participants spent about 7% more time in the lines of code before the actual defect occurred. They changed 24% less often their reading direction and were able to find the semantic defect about 14% faster than with short single-word identifier names.

### 5.2 Syntax Errors ($H_{sytactic}$)

As a control condition, participants were asked to find syntax errors. To complete this task, only knowledge about the syntax but not about the content of a function is necessary. Therefore, we predicted to observe no impact of identifier naming style on the dependent variables. A power analysis indicated that the sample size was sufficient to detect effects even of small-to-medium size (Cohen’s $d_z = 0.3$) with a probability of 80%, i.e., finding a non-significant result suggests that the effect is at most relatively small.

To assess the impact of identifier names on the time required to find syntax errors, a paired $t$-test was run with identifier style (short single-word vs. long descriptive compound) as independent variable and task completion time as dependent variable. As expected, there was no significant difference, $t(87) < 0.653, p = 0.515, d_z = 0.09$. The effect is illustrated in Figure 3 (right). The number of fails to report the error was not affected by the style of the identifier names, $t(87) = 0.352, p = 0.726, d_z = 0.07$.

The visual focus during code reading was assessed by comparing the time spent in different AOIs (i.e., commentary, pre-defect, defect, and post-defect; see Figure 4 right). This was not affected by the identifiers’ naming styles when looking for a syntax error in the code, i.e., there was no significant difference between single-word and compound identifier names.

### Table 5: Conventions for the interpretation of effect sizes [12]

<table>
<thead>
<tr>
<th>Interpretation</th>
<th>Cohen’s $d_z$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>small effect</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>medium effect</td>
<td>0.50</td>
<td>0.06</td>
</tr>
<tr>
<td>large effect</td>
<td>0.80</td>
<td>0.14</td>
</tr>
</tbody>
</table>

![Figure 3: Task completion times for finding semantic defects (left) and syntax errors (right) in the source code, separately for short and descriptive compound identifier names.](image-url)

![Figure 4: Distribution of task completion time onto different areas of interest (AOIs).](image-url)
Descriptive Compound Identifier Names Improve Source Code Comprehension

Novice developers. For novice developers, identifier names did neither affect significantly task completion time, \( t(44) = 0.532, p = 0.597, d_z = 0.10 \), the number of fails to report the error, \( t(44) = 1.062, p = 0.294, d_z = 0.22 \), nor the time spent in different parts of the source code (i.e., commentary, pre-, at, or post-defect), all \( t(44) < 1.876, p's > 0.066 \). The largest, but still very small, effect was observed for the time spent after the defect, \( t(44) = 1.875, p = 0.067, d_z = 0.12 \), which explains about 1\% of the variability of the data \( (R^2 = 0.01) \). The number of changes in reading direction was not affected by identifier names, \( t(44) = 0.110, p = 0.913, d_z = 0.02 \).

Experienced developers. In contrast to novices, more experienced developers were much faster in finding a semantic defect with compound identifier names, \( t(43) = 2.724, p = 0.009, d_z = 0.52 \). This moderately strong effect explains about 6\% of the variability in the data \( (R^2 = 0.06) \). The number of fails did not differ between single and compound identifier names, \( t(42) = 0.724, p = 0.473, d_z = 0.15 \).

The visual focus of experienced programmers varied with identifier naming style. When compound identifier names were used, experienced programmers spent more time at the lines before the defect occurred, \( t(42) = 2.362, p = 0.023, d_z = 0.49 \), explaining 6\% of the variability in the data \( (R^2 = 0.06) \). There were no effects for other parts of the source code, all \( t's(42) < 1.309, p's > 0.197, d_z < 0.26 \).

Possibly compound identifier names were remembered better. This hypothesis was supported by the finding of fewer changes in reading direction with compound identifier names, \( t(42) = 2.419, p = 0.020, d_z = 0.45 \), which explains about 5\% of variability in the data \( (R^2 = 0.05) \).

In summary, the style of identifier names had a moderate impact on program comprehension for more experienced developers but only a minor impact on how novice developers read or comprehended source code. The reported findings are not only statistically significant but their medium effect sizes also point to their practical significance.

5.3 Exploration: Impact of Programming Experience \( (H_{\text{Experience}}) \)

Based on their overall programming experience in any programming language (in years), participants were divided into two groups by median split. Novice programmers \( (N = 45) \) were between 19 and 26 years old (median: 22 years), have had programmed 1 to 6 years (median: 5 years), with 4 different programming languages (range: 1-13). Their experience with Java ranged between less than a year and 6 years (median: 3 years). Experienced programmers \( (N = 43) \) were between 20 and 32 years old (median: 24 years), had between 7 and 16 years (median: 8 years) of experience in programming with 6 different programming languages (range: 3-22). Their experience with Java ranged between less than a year and 10 years (median: 5 years).

With the following analyses, we explored whether the impact of identifier names on finding semantic defects in the source code depends on programming experience. The descriptive statistics are presented in Table 6. We calculated \( t \)-tests separately for each group (i.e., novice and experienced developers) to estimate the effect of identifier names in each group. It should be noted that although this analysis allows conclusions about the impact of identifier names in each group, it is not possible to assess whether the impact differs between the groups.

![Figure 5: Number of changes in reading direction while finding a semantic defect (left) or a syntax error (right), separately for short and descriptive compound identifier names.](image)

### 6 DISCUSSION

The objective of the study was to assess the impact of identifier length on code comprehension, given that longer identifiers are more informative and not simply longer in the number of characters.

Our study shows that longer but more informative identifier names improved code comprehension when an in-depth understanding of the code was required, i.e., to find and correct a semantic defect. Participants needed about 14\% less time with compound identifier names than with shorter single-word identifiers. Also, they read the code more serially, jumping less frequently back and forth. A more detailed analysis showed that these effects depended on programming experience. Experienced but not novice programmers significantly benefited from longer, descriptive identifier names.

If no detailed understanding of the code was necessary, i.e., to find and correct syntax errors, identifier length had no impact on comprehension.

Previous studies have indicated that longer, more informative identifier names improve code comprehension [17, 19, 20]. Our study extends to results by Hofmeister et al. [17] who tested single letters, abbreviations, and single words with a clear advantage for words. Using the same measure of code comprehension, our study
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Table 6: Summary of descriptive statistics.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Style</th>
<th>Novice</th>
<th>Expert</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>Task completion</td>
<td>Single</td>
<td>238.1</td>
<td>116.7</td>
</tr>
<tr>
<td></td>
<td>Compound</td>
<td>225.6</td>
<td>127.3</td>
</tr>
<tr>
<td>Fails</td>
<td>Single</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Compound</td>
<td>0.4</td>
<td>0.7</td>
</tr>
<tr>
<td>Comment</td>
<td>Single</td>
<td>11.4</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>Compound</td>
<td>13.6</td>
<td>7.5</td>
</tr>
<tr>
<td>Pre-Defect</td>
<td>Single</td>
<td>48.9</td>
<td>20.8</td>
</tr>
<tr>
<td></td>
<td>Compound</td>
<td>54.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Defect</td>
<td>Single</td>
<td>9.3</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>Compound</td>
<td>8.8</td>
<td>9.2</td>
</tr>
<tr>
<td>Post-Defect</td>
<td>Single</td>
<td>30.4</td>
<td>19.7</td>
</tr>
<tr>
<td></td>
<td>Compound</td>
<td>22.9</td>
<td>16.6</td>
</tr>
<tr>
<td>Reading Direction</td>
<td>Single</td>
<td>14.6</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>Compound</td>
<td>14.3</td>
<td>10.8</td>
</tr>
</tbody>
</table>

shows that even longer names further improve the speed of code comprehension.

In the following we will discuss our results with regard to underlying cognitive processes and programming expertise. We will then describe threats to validity, before concluding with practical implications.

6.1 Cognitive Processes
Code comprehension involves various cognitive processes, e.g., perception, attention, memory, and reasoning. Because the length and meaning of identifiers is closely related to working memory, we will discuss its role in more detail.

Working memory is responsible for temporarily holding information available for conscious processing. We use it, for example, for reasoning or decision-making. New information can be stored for about 15 to 30 seconds without rehearsal (i.e., repetition). According to the widely used model by Baddeley [3], working memory consists of three subsystems, a phonological loop to store auditory information, a visual-spatial sketchpad for visual information, and an episodic buffer that links information across domains to form integrated units of visual, spatial, and verbal information with time sequencing. The episodic buffer is also assumed to have links to long-term memory and semantic meaning [2]. A forth component, the central executive is a supervisory system that controls and regulates cognitive processes. It directs focus and targets information, making working memory and long-term memory work together. There is a broad line of psychological research which shows the impact of working memory on reading comprehension in natural languages. For example, studies show that working memory span and performance in reading comprehension measured with standardized tests is highly correlated [4, 13].

One may argue that reading code with longer identifier names requires larger cognitive capacity as more resources from working memory are claimed due to the word-length effect. However, participants detected semantic defects faster with long identifiers. Importantly, the long identifier names we used did not only consist of more characters but carried more information about concepts of the problem domain. This probably activated information in long-term memory [3]. This idea is supported by our finding that experienced developers benefited from longer identifier names, whereas novice programmers did not (see also 6.2). Also, if short and long identifier names carried about the same information, the positive effect of longer identifiers should disappear. In the studies by Lawrie et al. [19, 20], short identifier names were common abbreviations (e.g., count $\rightarrow$ cnt, length $\rightarrow$ len). In this case, code comprehension was comparable for abbreviated and full-word identifier names.

6.2 Impact of Programming Experience
In our study not every programmer benefited from compound identifier names equally. Only experienced programmers read and comprehended source code with longer identifier names more efficiently. The effect of programming experience on comprehension has been discussed previously.

For example, Lawrie et al. [19] hypothesized that an increased work experience leads to a better code comprehension ability in general, thus lowering the impact of the value of identifier quality. In contrast to their expectation, they did not observe any effect of work experience on code comprehension (measured with describing the functionality of the source code) but only on confidence in the description. In our study we observed that experienced programmers benefited from more informative identifier names when searching semantic defects. We will discuss three possible explanations for this effect.

First, experienced programmers are used to read code with longer identifier names. Various code conventions suggest to name functions and variables with descriptive, informative names [15, 22].
Using short (i.e., single-word) names in an experiment is rather unusual for experienced programmers and might distract them from the actual task, resulting in longer task completion times in this condition. That is, the advantage of longer identifier names may be actually a disadvantage of short identifier names.

Second, the effect of expertise might result from differences in memory processes (see section 6.1). Understanding source code requires an interplay between a limited-in-capacity working memory and long-term memory [8]. To circumvent the limited capacity, information needs to be stored in long-term memory or to be chunked (i.e., grouped together). Because of their experience with various problem and application domains, experienced programmers might be more efficient in mapping source code to concepts stored in long-term memory in general or to chunk related information into broader schemes (or even algorithms). More descriptive identifier names may activate those concepts faster and more effectively than short identifier names. This may leave more resources for code comprehension in working memory.

Third, novice and experienced programmers may use different code reading strategies. Bottom-up comprehension models propose that abstract concepts of the source code are formed by combining low-level information [26], while top-down models assume that programmers use previous exposure to the application domain to create expectations that are then mapped onto the source code [9]. Longer identifier names contain more cues to the intention behind the code, which should make it easier to apply related domain knowledge when trying to understand the code. As experienced programmers are more likely to have extensive domain knowledge that can be activated in this way, they may benefit more from informative identifiers.

### 6.3 Threats to Validity

**Internal validity** defines the extent to which a causal conclusion based on a study is warranted. We note the following limitations. First, identifiers are informative only if programmers know the problem or application domain to recall appropriate concepts from long-term memory. This has not been controlled for. Code snippets were chosen from domains that most students should be familiar with. However, there might be individual differences between participants. Second, the study was run web-based, i.e. we did not have full control over the programmers’ behavior. Although we applied strong exclusion criteria (see above), it is unclear how exactly participants proceeded to solve the tasks.

**External validity** defines the degree to which it is warranted to generalize results to other contexts. We note the following limitations. First, the code snippets we used were not representative for large, complex software projects. For example, for each task the code snippet consisted of one class with 1 to 3 methods and a limited number of variables. That is, the scope of the source code (and thus of code comprehension) was much smaller than in a common software project, with usually a variety of classes, inheritance, and dependencies. Second, compound identifier names may not be useful for all entities in the code. Informative names may be more important for function and method names than for local variables, but this hypothesis needs to be tested in future work. Third, the effect of programming expertise was tested exploratory. Participants were divided into two groups using a median split, which might not be representative for novice and expert programmers in general. Finally, as participants knew that they were in an experimental setting, they might have behaved differently from a real situations.

### 6.4 Practical Implications

For experienced programmers, we observed moderate positive effects of longer but more descriptive identifier names on code comprehension. As there was neither a positive nor negative effect for novice programmers, the results of our study suggest using informative compound identifier names to improve comprehensibility of source code. Our empirical study supports approaches such as clean code [22] or domain-driven design [15]. Our findings clearly show an advantage of descriptive identifier names even when the scope of the variables is small.

This suggestion is also in line with empirical studies of code quality [10, 11], showing that code quality is associated with using identifier names composed of two to four words. Even for local variables with limited scope a descriptive name may improve code quality (but see Aman et al. [1]).

### 7 CONCLUSION AND FUTURE WORK

The aim of the current study was to test the impact of longer but more informative identifier names on code comprehension empirically. Code comprehension was assessed by measuring the time needed to find a semantic defect in the code, assuming that such a defect can only be detected if the code has been understood. As a control condition we measured to time to find a syntax error, which does not require a full understanding of the source code.

The results show that descriptive compound identifier names improved comprehensibility reflected in shorter task completion times and fewer changes in reading direction. This was in particular the case for more experienced programmers. We propose that descriptive compound identifier names facilitate retrieving concepts from long-term memory, relieving capacity from working memory to perform the actual task.

As we varied the length of all identifiers, irrespective of their function (class, method, parameter or variable), future research may focus on investigating in which contexts using longer descriptive names improves efficiency of code comprehension. Furthermore, a better understanding of the underlying cognitive processes will help to refine guidelines and conventions for identifier naming.
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